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Figure 1: (a) Mixed Reality users collaborating with shared virtual objects can encounter occlusion issues when objects block

other objects from a collaborator’s view. In our approach, each user has a local copy of the shared objects. To automatically

align a user’s perspective with their collaborator’s, our technique (b) transforms the user’s local objects so that the user has the

same view as their collaborator. The virtual representations of the collaborator’s hands transform with the objects. (c) The

collaborator can see when the user is aligned with their perspective because the user’s virtual hands inversely transform to

reference the proper virtual position on their (un-rotated) local object. The proper positioning of the virtual hands for both

users allows them to make intuitive references to the objects.

Abstract

When collaborating relative to a shared 3D virtual object in mixed
reality (MR), users may experience communication issues arising
from differences in perspective. These issues include occlusion (e.g.,
one user not being able to see what the other is referring to) and
inefficient spatial references (e.g., “to the left of this” may be confus-
ing when users are positioned opposite to each other). This paper
presents a novel technique for automatic perspective alignment in
collaborative MR involving co-located interaction centered around
a shared virtual object. To align one user’s perspective on the object
with a collaborator’s, a local copy of the object and any other virtual
elements that reference it (e.g., the collaborator’s hands) are dynam-
ically transformed. The technique does not require virtual travel
and preserves face-to-face interaction. We created a prototype ap-
plication to demonstrate our technique and present an evaluation
methodology for related MR collaboration and perspective align-
ment scenarios.
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1 Introduction

In computer-supported cooperative work (CSCW), understanding
collaborator attention is a fundamental aspect of workspace aware-
ness and collaboration in digital systems [18]. In support of this,
view sharing is the process by which collaborators are able to see the
same digital content simultaneously, and transfer control among
each other. Engelbart et al. [13] introduced perhaps the first exam-
ple of view sharing in collaborative document editing applications
in 1968, and this is now an integral element of a variety of digital
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collaboration applications. For example, it is common for a user in a
video conferencing meeting to share their screen when presenting a
slideshow and use their mouse to direct others’ attention to specific
objects. While view sharing in this way, the webcam footage of the
users is also displayed, which preserves some social cues present
in face-to-face interaction.

With co-located mixed reality (MR) setups in which multiple
users collaborate using shared virtual objects (such as in table-based
collaboration for construction planning [1, 36], scientific visualiza-
tion [1, 30, 36, 40], and geospatial visualization and planning [1]),
maintaining strong workspace awareness is important. In these
scenarios, collaborators can experience mismatched viewpoints,
where occupying different positions in the physical and/or virtual
worlds results in different perspectives of the same virtual object.
Researchers have shown that such asymmetry in perspectives and
interaction capabilities can make it difficult to understand each
other’s spatial references [7] and lead to communication issues [32].
For example, perspective differences can make it difficult to refer
to specific features or regions of a virtual object, as a gesture or
verbal reference may not be well-understood across viewpoints.
In addition, certain parts of the virtual content or a collaborator’s
actions (e.g., pointing or gesturing) can be occluded depending on
one’s position.

To explore view-sharing interfaces in co-located MR scenarios,
we consider the simple scenario of a single View Leader sharing
their view with a single View Follower. Note that “leader” and
“follower” may have nothing to do with the actual roles of the users
collaborating (although it might; co-located immersive presenta-
tion [15, 16] and education [12] scenarios commonly involve one
user primarily directing the experience). Here, we use these terms
merely to help differentiate between the users. The most straightfor-
ward approach to accomplish this view sharing is to reproduce the
View Leader’s spatial viewpoint for the View Follower in such
a way that both collaborators see identical virtual stereo imagery.
However, this approach can present multiple challenges. In this
scenario, the View Leader controls the View Follower’s virtual
position and rotation, leading the View Follower to experience
uncontrolled optic flow translations and rotations, which can cause
cybersickness [6]. Furthermore, if the View Follower were to oc-
cupy the same virtual position as the View Leader, they would be
unable to see the View Leader’s face, hindering understanding of
social cues.

In this work, we present an approach for MR view sharing de-
signed to account for all of these challenges and provide intuitive
communication and group awareness while preserving face-to-face
interaction cues.We propose a perspective alignment technique that
provides each collaborator with their own copy of the virtual objects
on which they are collaborating. Rather than automatically trans-
lating and rotating the View Follower through the environment,
which causes the aforementioned issues, the View Follower’s
copies of the objects are translated and rotated to achieve alignment.
The same transformation is applied to virtual representations of
the View Leader’s hands so that when the View Leader points
to a virtual object, their virtual hand will be displayed to the View
Follower in the proper virtual location. This idea can be applied
to aligning perspectives with differences in scales, such as when
the View Leader increases the size of the object or decreases the

size of their view frustum to achieve a more immersive view, but
that kind of transitional interface is beyond the scope of the work
presented in this paper.

2 Background

Our work is inspired by and grounded in research on group aware-
ness and novel techniques for view sharing in collaborative MR
environments.

2.1 Group Awareness in Collaborative MR

In 2002, Gutwin & Greenberg [18] developed a framework identify-
ing the primary elements of workspace awareness that a multi-user
system should support in order to provide a good collaborative
experience. At any given moment, collaborators should be aware
of who is involved in the workspace, what they are working on,
and where they are working or attending to [18]. While this frame-
work was initially focused on remote collaboration scenarios, more
recently it has been re-contextualized and examined in research
on co-located MR collaboration, which has shown that there are
substantial challenges to providing high workspace awareness even
when collaborators share the same physical space [33]. For example,
researchers have pointed out that interfaces should be designed
such that collaborators can understand and direct each other’s at-
tention spatially (in 3D) and efficiently [7, 32, 33]. Challenges to
maintaining this shared workspace awareness in MR arise due to oc-
clusion (i.e., when one user is viewing things that are blocked from
another user’s perspective). Additionally, seeing the workspace
from different angles can result in less efficient communication
if users do not easily understand references and need to verbally
clarify a collaborator’s references [23]. Differing perspectives can
also lead to the users spending additional time manipulating the
workspace or physically moving through the environment, to better
understand each other [7]. To overcome these issues, perspective
alignment interfaces should be designed so that users can easily
and quickly achieve common ground for spatial references.

Researchers have emphasized the importance of collaborators’
abilities to observe each other’s facial expressions and body lan-
guage, which are important for making collaborators aware of each
other’s emotional states [33] and building trust [22]. For this rea-
son, we chose to include an MR-based face-to-face capability. It
should be noted, however, that there are limitations imposed by
current consumer MR head-worn displays (HWDs). For one, an
HWD covers the upper half of a user’s face, which reduces the
observability of their facial expressions and can hamper social in-
teraction [15, 28]. Researchers have proposed various methods to
restore these cues (e.g., by displaying the users’ eyes on the outside
of the HWD [4, 5, 26, 27] or sharing other invisible cues about
the user’s physiological or mental states to enhance communica-
tion [10, 17]).

Our work seeks to support efficient spatial referencing through
aligned perspectives while preserving the social interaction cues of
face-to-face interaction in co-located collaborative MR.

2.2 Mixed Reality View Sharing Techniques

Researchers have explored a variety of techniques for aligning
perspectives and supporting workspace awareness in collaborative
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MR scenarios where users have different viewpoints of shared
virtual objects. Tserenchimed et al. [39] presented a technique to
exactly align a View Follower’s view with a View Leader in a
remote collaboration scenario involving a mobile AR user and a VR
user. Once the collaborators’ perspectives are aligned, each user
cannot see the other user’s avatar, but they can see 3D rays cast
from each other’s controllers. They found that their technique led to
lower mental demand and faster task completion on a collaborative
engine-fixing task. Similarly, Le Chénéchal et al. developed the
Vishnu system [25], which positioned a remote expert using VR in
the same virtual position as an AR user. The system showed the
expert’s virtual arms emanating from the same place as the AR
user’s own arms in their view to point to things in the workspace.

Researchers have also explored re-mapping users’ bodies and/or
environments to provide aligned perspectives in collaboration. For
example, Congdon et al. [9] presented a method for distorting users’
asymmetric virtual environments to provide a shared interaction
space. Additionally, in face-to-face scenarios, Sousa et al. [35] and
Fidalgo et al. [14] aligned collaborator perspectives exactly, and
then warped each collaborator’s original hands and arms around
the virtual object to point in the approximately correct virtual loca-
tion for the other user. However, these techniques were designed
for and evaluated in environments in which the collaborators were
interacting around a small tabletop with a virtual object placed on
top of it. Extending these methods to larger virtual objects would
involve significantly warping the appearance of collaborators’ orig-
inal arms or hands. Simões et al. [34] took this approach in their
SPARC system, which also re-targeted collaborator avatars. In this
work, View Follower avatars were re-targeted from the View
Leader’s perspective to prioritize face-to-face interaction (e.g., by
positioning collaborators avatars across from the View Leader
rather than next to them). When a View Follower pointed to
something, their arms and hands were then stretched and manipu-
lated to point in the proper virtual location. Hoppe et al. developed
the ShiSha system for collaborative virtual reality [21], which posi-
tioned View Followers in the same virtual location around a View
Leader to provide all users with aligned perspectives. In the View
Leader’s view, however, the View Followers were positioned
slightly off to the side so that they could still engage in face-to-face
interaction. The View Followers’ avatars were then re-targeted
to point to the approximately correct virtual location.

Our work presents an approach for aligning perspectives exactly
(similar to other works such as [14, 21, 25, 34, 35, 39]) and that also
preserves face-to-face interaction (similar to [14, 34, 35]) but with-
out warping users’ avatars, which potentially provides advantages
for the scalability of the technique.

3 Perspective Alignment Technique Design &

Implementation

This section describes the design principles that guided the creation
of our Decoupled Hands perspective alignment technique, technical
details of our approach, and the functional prototype we created to
demonstrate it.

3.1 Perpective Alignment Design Principles

Similar to work on co-located MR presentations [15], we based the
design of our MR perspective alignment technique on high-level
design goals that Kumaravel et al. [38] developed from formative
interviews about asymmetric interactions between users of VR and
of non-immersive displays. While Kumaravel et al.’s VR–desktop
collaboration scenario was different from our MR scenario, their
study of how disparate perspectives affect collaboration aligns with
our research goals.

First, we aimed to support independent exploration for both
users [38] by enabling both users to explore and interact with
the shared virtual content. We also aimed to support efficient and

direct spatial references to the virtual content [7, 33, 38], which is
required to enable the collaborators to discuss specific aspects of the
objects. We provided virtual hand representations for each user and
raycasts so they could clearly indicate specific points on an object
to their partner. Understanding these references is not an issue
when both users have a good view of an object of interest. However,
when shared objects are large or complex, and it becomes difficult
or time-consuming for users to obtain similar views, it is necessary
to provide additional features to enable shared perspectives and
support attention guidance tools for both users. We also aimed to
provide stable virtual content for both users [38] to support their
making precise references to content through pointing. To achieve
this principle, the perspective alignment on the virtual content
should be triggered by the View Follower and their view should
not update continuously.

Last, we aimed to support social interaction and co-presence

between users through social cues such as body language [33, 38].
Expressing and observing social cues is an important aspect of
understanding others’ emotional states [33], building trust [22],
and establishing and gauging interest during computer-mediated
interactions [29]. For this reason, we support face-to-face inter-
action through video see-through MR without modifying users’
appearances.

3.2 Perspective Alignment Technique

Our approach provides each user with a local copy of the shared
virtual objects around which the users are collaborating. An axis of
rotation is defined for the set of collaborative objects as the centroid
of all objects in 3D space. For table-based collaboration, this axis
is set at the center of the table. A View Follower can align their
perspective with a View Leader by pointing their controller at
them and pressing the trigger button. The View Follower’s copy
of the virtual objects then rotates about their axis so that the View
Follower sees the objects from the same angle as theView Leader.
The virtual objects always rotate around the shared objects’ axis
by the shortest angular distance between the two perspectives.

After it is computed once (i.e., when a View Follower selects a
View Leader), this rotation value is used to transform all virtual
copies of the View Leader’s objects for the View Follower. The
positions of the virtual copies are transformed around the work
table by the same angular difference. This method positions the
View Leader’s virtual hands in the exactly correct virtual position
for the View Follower. In other words, if the View Follower’s
virtual object is rotated 100° with respect to the View Leader’s
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Figure 2: Screenshots from our collaborative AR system in use showing different stages of the perspective alignment process.

At time t = 1, User A (top panel, orange) points at something that is out of view for User B (bottom panel, blue). At t = 2, User B

points at User A and presses the trigger to activate a perspective alignment. At t = 3, the perspective alignment is in progress:

User A can see User B’s virtual hands rotating around the virtual object toward them; User B can see the virtual object and

User A’s virtual hands rotating toward them. At t =4, User A has become the View Leader and User B has become the View

Follower. Specifically, User B’s 3D map has rotated such that he can see the map from the same angle as User A. Each user can

see virtual representations of the other user’s hands floating over the map in the correct virtual positions relative to the other

user’s view.

object, the View Follower’s virtual copy of the View Leader’s
hands will be offset from the View Leader by the same 100° around
the center of the virtual object. The result is that when the View
Follower transforms their copy of the shared virtual object to
match the View Leader’s perspective, the View Follower sees
a virtual representation of the View Leader’s hands floating in
front of the View Follower. This decoupling of the View Leader’s
virtual hands from their original position allows the object-relative
perspective alignment paradigm to work in a straightforward way
(i.e., without any warping or re-targeting) with large virtual objects,
large numbers of collaborators, and dynamic movements.

3.3 Functional Prototype Application

To demonstrate our approach, we developed an MR application
that allows multiple users to interact with a 3D map and switch
to each other’s perspective. This prototype was the result of a
collaboration between two geographically separated research labs.
Screenshots of the system in action are shown in Figure 2, and a

video of the application in action is included in the supplementary
materials. In our demo scenario, one user can assume the role of
View Leader and teach the View Followers about features on the
map (e.g., landmarks along a route). The View Leader can place
virtual pins on the map and gesture to particular points of interest
to communicate the map-based information. The View Leader has
the best view of the map and its features, so the View Followers
will need to align their perspectives with the View Leader.

3.3.1 Networking Implementation. When users first connect to the
application, they perform a calibration process to ensure the locally
tracked positions of their devices are aligned in the same coordinate
space on the networking server.

A virtual cap is placed on each user’s head, and virtual hands
mirror their physical hand movement. A user can observe how
closely these virtual objects match up with the physical head and
hands of a collaborator to get a sense for how well their coordinate
spaces are aligned. They can recalibrate their coordinate spaces as
needed. Each user’s virtual cap and hands are assigned a color to
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Category Measure Description

Task Performance

Speed How quickly users complete the spatial construction task.
Accuracy How accurately users fulfill the constraints of the sub-tasks.

User Experience

Cognitive load NASA Raw Task Load Index [20]
Usability User Experience Questionnaire [24]
Social presence Networked Minds Social Presence Inventory [19]
Group awareness Questions based on Gutwin & Greenberg’s workspace aware-

ness framework [18]

Observed Collaboration

Behaviors

Communication Total word count, number of deictic phrases used
Social interaction How often participants look at each other
Perspective alignments How often participants align perspectives

Table 1: Planned evaluation metrics

help users differentiate themselves from each other when aligning
their perspectives.

3.3.2 Prototype Hardware and Software. We developed the applica-
tion using Unity 2021.3.13 and deployed the application to the Meta
Quest Pro head-worn MR display. The Quest Pro has a colorized
video see-through mode that allows users to view their physical
surroundings through the headset cameras, a key feature for sup-
porting face-to-face collaborative MR. The map data is streamed
dynamically using the Microsoft Maps SDK for Unity1, which pro-
vides API access to detailed 3D terrain and building data for many
cities around the world through Bing Maps. The collaborators’
head and hands transform data is networked using Photon Unity
Networking 22.

4 MR Object-Based Collaboration Evaluation

Methodology

While pilot tests using our demo application in our lab have shown
promise, it is necessary to formally evaluate our technique. In this
way, this paper serves as a “prequel” to future research on the
evaluation of this technique in collaborative MR scenarios. Here,
we introduce an experimental methodology to study the quality
of collaboration around shared objects using different perspective
alignment techniques in MR. In a future user study, participant
dyads will collaborate on a spatial task situated on a virtual table
such as populating a 3D landscape with different buildings, objects,
and features. This 3D environment will be designed to include
terrain and objects that can cause occlusion issues for users with
different viewpoints. Additionally, participants will be assigned
sub-tasks that depend on the work of their collaborator and will
be designed to encourage perspective sharing. For example, one
user will need to position a specific virtual object in the line-of-
sight of an object that their collaborator is responsible for placing.
This task is inspired by earlier experiments on collaborative MR by
Billinghurst et al. [3].

Different perspective alignment techniques (such as those de-
scribed in section 2, e.g., [14, 21, 34]) can be compared with our
Decoupled Hands approach in trials that use different but similarly
structured base environments and sub-tasks. We will collect the

1https://github.com/microsoft/MapsSDK-Unity
2https://www.photonengine.com/pun

measures listed in Table 1, along with qualitative analysis of partic-
ipant interviews, to gain insights into the impacts of the different
perspective alignment techniques on the quality of participants’
collaboration experiences. We will measure task performance to as-
sess the efficiency and effectiveness of users’ collaboration (i.e., how
well they coordinate their actions and accomplish shared goals).
On the user experience side, measuring users’ perceptions of cog-
nitive load and usability will provide insights into how intuitive
and supportive users find a certain technique. Additionally, users’
perceptions of group awareness will indicate the degree to which a
given technique allows users to make and understand each other’s
references. Measuring social presence will assess how aware users
feel of each other’s presence, which is crucial for establishing trust
and engagement in MR collaboration.

Participants’ behaviors are a useful data source as well. For in-
stance, tracking total word count and deictic phrase usage provides
insight into the clarity and efficiency of verbal exchanges. Measur-
ing how often participants look at each other and make eye contact
indicates the level of interpersonal engagement participants experi-
ence. Last, assessing how often participants align their perspectives
reveals how much participants relied on the technique. Altogether,
these measures provide insight into how well a given technique
supports users’ collaboration.

5 Future Work

While a study with just two users will reveal useful insights about
the trade-offs between different kinds of perspective sharing tech-
niques, we believe it is important to scale and test this technique in
collaborations involving more than two users. It will likely become
more challenging for users to understand “whose hands are whose”
when multiple users have triggered perspective alignments. Tang
et al. [37] presented one approach for disambiguating collabora-
tors’ arms and hands in a surface-based mixed-presence system
in which local users’ hands were rendered semi-transparent and
remote users’ hands were opaque. The color-matched virtual hands
and caps in our application may work for this purpose up to a
point, but larger numbers of collaborators may require additional
visualization techniques such as labels or leader lines (even just
temporarily) to disambiguate hand ownership. Additionally, it may
be necessary to incorporate view management techniques [2] such

https://github.com/microsoft/MapsSDK-Unity
https://www.photonengine.com/pun
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as automatically adjusting the position or transparency of visualiza-
tions and labels to avoid users becoming overwhelmed or confused
with the placement of collaborators’ representations.

Another avenue for future work is to explore this technique for
other physical objects in the collaborative environment. By combin-
ing machine learning techniques for spatial understanding as well
as object segmentation and classification (e.g., Augmented Object
Intelligence [11]), our approach for transforming virtual objects
relative to their 3D centroid can be extended to physical objects
as well. Such a system could create a virtual replica of relevant
physical objects [31] and apply diminished reality techniques [8]
to remove the physical objects from view. This would allow the
virtual replica objects to be transformed for each user in the same
way as in the Decoupled Hands approach.

6 Conclusion

This paper presents Decoupled Hands, a novel technique for achiev-
ing perspective alignment in co-located collaborative mixed reality
environments involving a shared virtual object. The technique ef-
ficiently aligns collaborators’ perspectives on the object without
requiring virtual travel and while supporting face-to-face interac-
tion. As it does not require warping or re-targeting the environment
or collaborators inside it, our method has the potential to generalize
to large virtual objects and large numbers of collaborators without
sacrificing exact perspective alignment or unmediated face-to-face
interaction. We created a prototype system to demonstrate this
technique involving a 3D map with real map data streamed from
the Internet.
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